Abstract: One of the primary goals of functional genomics is to provide a quantitative understanding of gene function. However, the success of this enterprise is dependent on the accuracy and precision of the functional genomic data. A novel approach, digital analysis of gene expression (DAGE) described herein, is an accurate and precise technology for measuring digital gene expression on a relative or absolute scale by simply counting the number of transcripts of a gene being expressed at a given time. The result is a greatly improved technology sensitive enough for identifying and quantifying small (but biologically important and statistically relevant) changes in gene expression. Fourteen genes involved in galactose metabolism in *Saccharomyces cerevisiae* were analyzed for their expression levels in glucose and galactose minimal media. The quantitative expression results were characterized in terms of distributional and accuracy attributes; they were also in general agreement (in terms of direction of change) with corresponding results obtained using microarray technology. DAGE is likely to have profound implications in the field of functional genomics because the gene expression measurements are digital in nature and therefore more accurate than any other technologies.

INTRODUCTION

The Human Genome Project sparked DNA sequencing initiatives for a number of model organisms from all the major kingdoms of life, and currently there are many completely sequenced and annotated genomes publicly available (http://www.tigr.org/tdb/mdb/mdbc omplete.html). Subsequent bioinformatics analysis has then brought us to the brink of having a complete molecular “parts catalogue” of many organisms. Such compositional and structural molecular information is of great value. However, a critical question has arisen (Hieter and Boguski, 1997; Koshland, 1998): how can genomic data be used in tandem with bioinformatics to analyze, interpret, and predict the relationship between an organism’s genotype and its phenotype?

The molecular parts catalogue now needs to be translated into functional information, and this undertaking is likely more challenging than identifying the individual parts (Fields, 1997; Hieter and Boguski, 1997). The systematic study of cellular function by generation and collection of high-throughput data and computational tools has been called systems biology. However, broad applicability of systems biology is currently hindered by the limitations of the current measurement technologies. Thus, experimental and statistical tools need to be developed for generating high-quality, high-throughput data for efficiently extracting useful biological information.

A number of technologies have been developed for acquiring gene expression information on a whole-transcriptome level. The techniques currently in vogue are based on direct sequence analysis (Adams, 1996), differential display (Fislag, 1998), or specific hybridization of complex CDNA or mRNA probes to microarrays of oligonucleotides or cDNAs (Brown et al., 1998; Brown and Botstein, 1999; Elek et al., 2000; Ramsay, 1998). These approaches are all limited in the dynamic range of the measurements and by their inability to produce digital measurements (Brenner et al., 2000; Velculescu et al., 1995). Two high-throughput approaches have been developed to make “digital” measurements or measurements involving simple counting of gene expression, thus providing more accurate and more precise measurements (Brenner et al., 2000; Velculescu et al., 1995). The digital gene expression measurement technologies rely on counting the number of times a transcript occurs in a sample. Digital approaches are distinct from (and often more accurate than) other high-throughput approaches that rely on the fluorescent intensity for quantification. However, digital approaches are of limited practical utility because they are time consuming and expensive.

The premise of this paper is that, by using in-situ PCR, the accuracy and precision of “digital” approaches can be
maintained while greatly reducing the cost. The in-situ PCR method involves an amplification reaction in a polymerized acrylamide matrix containing standard PCR reagents and DNA template (Butz et al., 2003; Merritt et al., 2003; Mitra et al., 2003; Mitra and Church, 1999). As the products remain localized near their respective templates, an immobilized single DNA template molecule amplifies locally and gives rise to a PCR colony, or “polony”. Herein, we describe a transcript profiling technology using in-situ PCR as the digital readout called Digital Analysis of Gene Expression (DAGE). We have quantitatively measured the expression levels of 14 *Saccharomyces cerevisiae* genes involved in galactose regulation and metabolism. As the data obtained is digital in nature, rigorous statistical procedures have been developed for its analysis.

**MATERIALS AND METHODS**

**Strains and Growth Conditions**

Yeast FY4 cells were grown in glucose (2%) and galactose (2%) minimal media at 30°C until the cells reached steady state and were harvested at an optical density (600 nm) of 1.0. Yeast cells were collected as 10-mL aliquots, quick-chilled to 4°C in liquid nitrogen, and centrifuged at 4,000 rpm at 4°C, and the cell pellets were used for RNA extraction.

**cDNA Preparation**

Total RNA was isolated from *S. cerevisiae* FY4 strains grown as described above. The pellets were resuspended in RNAwiz buffer (Ambion). Cells were lysed using a Mini-BeadBeater (Biospec), and RNA was isolated according to the manufacturer’s protocol. Contaminating DNA was digested using DNase I according to the manufacturer’s protocol (Gibco). Total RNA levels were quantified using A260 measurements. cDNA was synthesized using Reverse Transcriptase-II (Gibco) according to the method outlined by the supplier with Oligo dT18 as a primer. The cDNA was purified by RNaseH (Gibco) digestion and treated with 5 µL of Clontech enzyme removal resin and ethanol precipitated.

**Gene Selection and Primer Design**

Fourteen genes involved in galactose metabolism and regulation were selected for expression analysis. Primers used to amplify a portion of the 3’ region of each gene were designed using Vector NT1 software (InfoMax) with the coding region as input. The entire genome was also input to ensure the specificity of primers for the gene of interest. Primers were designed to amplify regions between 250 and 350 bp. All primers used are listed online in the supplementary information, in Supplementary Table I.

**Expression Profiling Using PCR Colonies**

Purified first-stand cDNA (at the appropriate dilutions) was used as a template in the PCR reaction. Then based on this initial concentration the starting cDNA concentration was adjusted to create distinguishable non-overlapping polonies. Polony reactions were conducted as previously described (Butz et al., 2003; Merritt et al., 2003; Mitra et al., 2003; Mitra and Church, 1999).

**Polony Gel Preparation**

**Preparation of Slides**

Teflon coated slides (Erie Scientific) were treated with Bind Silane (Amersham, Inc.) per manufacturer’s instructions.

![Table I. Comparison of the gene expression of glucose and galactose.*](attachment:image)

*Log \( \xi_a \) = Log10 number of polonies per microgram of glucose first-strand cDNA. Log \( \xi_b \) = Log10 number of polonies per microgram of galactose first-strand cDNA.

\[ \delta = \log \frac{\xi_a}{\xi_b} \]

\( \delta \) = (fold increase).

---
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Step 1—Master Mix: A 250-μL master mix was prepared by adding the following components: 1.5× Jumpstart Taq, 10× buffer, 0.52 μM dNTPs, 0.25% BSA (Sigma), 0.25% Tween 20, 0.75 μL of forward and reverse primers (100 μM), and 12% degassed acrylamide/bis-acrylamide (19:1). Step 2—Reaction Mix: A 51.33-μL aliquot of reaction mix was prepared using the following components: 1st strand RT - products (2 μL), master mix (44.5 μL), 16.65 U of Jumpstart Taq DNA Polymerase, 5 U/μL (Sigma), 0.85 μL APS (5%), and 0.85 μL TEMED (5%).

DNA Template: An optimum concentration of DNA must be determined by conducting polony reaction with a series of dilutions for each primer being used. An optimum concentration was determined experimentally by creating non-overlapping polonies. The number of polonies or transcripts that can be detected with our scanner on a polony gel can range from 1 to ~3000.

The reaction mix was thoroughly mixed, and 20 μL was injected into the well. From each reaction mix, two slides were prepared. After the slide was loaded, the cover glass was adjusted to completely cover the well. Immediately after this step a hybridization chamber (Grace Biolabs) was adhered to the slide and the gel was polymerized for 10 min. Light mineral oil was injected into the open ports of the hybridization chamber, and the ports were sealed with sealants supplied by the manufacturer.

Thermal Cycling

Polony slides were thermal cycled in an in-situ PCR hybridization tower (MJ Research). The following cycling conditions were used: 96°C for 2 min followed by 40 cycles of 96°C for 30 s, 62°C for 45 s, and 72°C for 30 s. The final extension step was set for 72°C for 2 min.

Staining and Visualization

After PCR amplification, the hybridization chambers were removed and the slides were immersed in hexane (Sigma) for 10 min. The cover glass was then removed. The gels were then stained in 2× SYBR green for 10 minutes. Polonies were visualized using a Scanarray 5000 scanner.

Statistical Analysis

The primary objective of statistical analysis was to investigate the suitability of the proposed analysis technique and to characterize the inherent statistical distributional properties. Serial dilutions of the cDNA from the galactose minimal media culture were made at the rate of 50% of the previous dilution. The highest expressed gene GAL2 was chosen to test each dilution for model adequacy and statistical distributional properties. After this characterization, the methodology was then used to determine the gene expression levels for 14 genes between the conditions of S. cerevisiae grown in galactose and glucose minimal media. A detailed description of the statistical model and explanation is provided in the online supplement.

RESULTS AND DISCUSSION

The basic procedure for DAGE is illustrated in Figures 1 and 2, and we used this approach to quantitatively measure the expression level of 14 genes in galactose and glucose minimal media at two dilutions per gene replicating each experiment twice. The results are summarized in Table I and II. The GAL genes, with the exception of GAL 4, were highly expressed in galactose and expressed at relatively low levels in glucose. This is in general agreement with the relative expression level changes determined from microarray data (Dudley et al., 2002). Note also that the DAGE technique has a larger dynamic range than do other expression profiling techniques (Yuen et al., 2002). Namely, we were able to quantitatively measure gene expression at very low levels with similar precision as to measurements at very high expression levels; furthermore, the upper limit of detection is unbounded because one can always increase the dilution an unlimited number of times.

We obtained several key results which are summarized below and in Tables I and II: (1) We have provided absolute levels of expression for each gene in specific growth conditions the 95% confidence intervals for the absolute levels of expression and the differential expression (in the two media), and the P-value associated with the hypothesis that
the indicated differential expression is not significant. (2) The expression level of the housekeeping gene, PGK1, was not significantly different between the two conditions, which is consistent with the microarray data. (3) The expression levels of three hexose transporter genes (HXT1, HXT10, and HXT14) reported here demonstrate another important attribute of this technique. The HXT genes are homologs that exhibit a large degree of similarity at the DNA sequence level (HXT1 is 68% identical to HXT10 over 1,523 bp, HXT1 is 56% identical to HXT14 over 608 bp); therefore, we expect that the accuracy and precision of the expression measurements using hybridization based methods may be in doubt. However, using DAGE we were able to target the unique regions with PCR primers to obtain accurate expression measurements. (4) GAL gene—GAL1, GAL2, GAL3, GAL7, GAL10, and GAL80—showed a significantly higher expression in galactose than in glucose. The differential expression of the GAL genes between the two growth conditions shows a much higher range of detection than obtained by the microarray hybridization, which is consistent with the literature (Yuen et al., 2002). This further validates the sensitivity and the range of detection of the DAGE approach.

**CONCLUSIONS**

The DAGE technique we have developed and discussed here is very well suited to substitute several applications for which traditional gene expression techniques have thus far been acceptable, i.e., Northern analysis and quantitative PCR. DAGE can be used to complement gene expression profiling methods such as SAGE and microarrays; for example, it is particularly useful for confirming transcript differences for low abundant SAGE tags. To achieve statistically significant SAGE tag data of low expressed genes a great deal of sequencing is required thus incurring significant costs. DAGE can be substituted and can reduce the cost of sequencing significantly. DAGE can also be used after microarray analysis to confirm gene expression differences for genes that are too close to call for expression differences. Expression profiles of multigene families and splice variants cannot be distinguished using microarrays due to the problems of cross hybridization. In such cases, DAGE can be used to distinguish the gene expression because gene specific and sequence specific primers can be used to analyze gene expression. DAGE is likely to have a profound impact on the field of functional genomics because of the digital nature of the data wherein the absolute or relative number of transcripts can be estimated more precisely and accurately. A key limitation of this method is that it is currently “low throughput” in nature. Therefore, efforts are underway to develop a high-throughput polony technology to simultaneously analyze thousands of genes on a single chip as a highly efficient tool for large-scale gene expression studies at the whole-transcriptome level.
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One of the primary goals of functional genomics is to provide a quantitative understanding of gene function. Therefore, it is essential to generate high-quality gene expression data and to develop effective statistical tools for gene expression data analysis.

Many techniques have been developed for estimating the differential expression for the gene(s) of interest, each incorporating varying degrees of statistical rigor (Audic and Claverie, 1997; Chen et al., 2002; Ibrahim et al., 2002; Newton et al., 2001; Olshen and Jain, 2002; Rocke and Durbin, 2001). However, the fundamental problems associated with these techniques for generating gene expression data still remain; namely, there are many sources of systematic as well as random errors that ultimately limit the accuracy of the measurement. Hence, even with a prohibitively large number of carefully replicated experiments, the experimental data may be inadequate for estimating the desired expression levels with sufficient confidence. It is generally recognized therefore that effective design and analysis of gene expression data remains a significant bottleneck. The data generated by the most accurate procedures are still extremely noisy by classic statistical data analysis standards creating significant statistical analysis challenges (Nadon and Shoemaker, 2002; Sebastiani et al., 2003). Developing a rigorous statistical framework for proper analysis of digital gene expression data from DAGE is therefore of prime importance.

The first set of experiments was conducted to establish a formal basis for the statistical analysis of DAGE data. The primary objective was to investigate the suitability of the proposed analysis technique and to characterize the inherent statistical distributional properties. For this purpose, a single gene (GAL2) was amplified from cDNA isolated from yeast grown in galactose minimal media. The original cDNA sample was sequentially diluted by 50% each step, and for each dilution, five replicated measurements of the amount of cDNA were performed. The GAL2 gene was selected because it was very highly expressed in galactose minimal medium. After this characterization, the methodology was then used to determine the gene expression levels for fourteen genes between the conditions of S. cerevisiae grown in galactose and glucose minimal media from data gathered as described below.

The experimental sample consisted of first-strand cDNA products (from cells grown in galactose minimal medium) at a concentration of ~5.3 μg/μL. The gene expression level, denoted by N, is the total number of the cDNA molecules contained per microgram of total first-strand cDNA; this transcript number can, in principle be determined by directly counting the polonies. However, very high concentrations of cDNA do not always yield easily discernible polonies due to polony overlap. It was therefore often necessary to dilute (depending on the gene and the growth condition) the original sample down to an appropriate level at which the polonies could be distinguished and counted reliably. The number of polonies in the original undiluted sample can then be derived from the diluted sample count by accounting for the extent of dilution. To systematize this strategy, we employed the following experimental procedure: the original sample was first diluted to 50% of the initial concentration, giving rise to samples containing 50% fewer transcripts than the original undiluted sample. The samples resulting from this first dilution were then themselves subsequently diluted, again by 50%, to obtain second-generation samples. This was repeated sequentially for several more generations with each sequential generation diluted to 50% of the preceding one. Observe that theoretically each dilution generation should have 50% fewer transcripts than the previous one. For our characterization experiments, we employed five sequential cDNA dilutions beginning from the highest concentration that yielded discernible polonies. At each dilution, the experiment was replicated five times; and in every case, the experimental sample was divided into two sets, A and B, providing duplicate measurements of the transcript number for each replicate.
Framework for Statistical Analysis

The basic principle of the technique is that if \( N \) is the total number of cDNA molecules (per \( \mu g \) of total first strand cDNA) of the specific gene in the original sample, then at the \( i^{th} \) dilution in the sequence of dilutions, the observed polony count (per microgram of total first-strand cDNA), \( y_i \) is given by (assuming 100% efficiency of reverse transcription and PCR polony generation)

\[
y_i = d_i^{-1} N
\]  

where \( d_i \) is the \( i^{th} \) dilution factor, the extent to which the original number of transcripts have been reduced via \( i \) sequential dilutions; its numerical value is obtained from

\[
d_i = 2^{i-1}.
\]

For example, for the original sample, \( i = 1 \), so that \( d_1 = 1 \) and \( y_1 = N \); for the second dilution, where the analyzed sample has been diluted by 50%, \( i = 2 \), \( d_2 = 2 \), and \( y_2 = \alpha N \).

Observe that, as a result of our experimental strategy, the dilution factor sequence \( d_i \) is exponential in \( i \), the dilution number [see Eq. (S2) above] motivating a logarithmic transformation of Eq. (S1) to obtain:

\[
\log_{10} y_i = -\log_{10} d_i + N \log_{10}.
\]

This is the underlying working model to use in determining the desired gene expression level, \( N \), from the observed polony count data. If this model is adequate for the methodology, then a \( \log - \log \) plot of the data \( y_i \) versus the dilution factor \( d_i \) should yield a straight line with slope \(-1\) and an intercept of \( N \) (the undiluted transcript count).

Model Adequacy

Starting with an original sample with a concentration of 5.26 \( \mu g \) of total cDNA per \( \mu L \) of solution, we collected experimental data as discussed above. The raw data consisted of polony counts that were then normalized to obtain \( N_i \), the count per microgram of total first-strand cDNA.

Supplementary Figure 1 shows a \( \log - \log \) plot of the data \( y_i \) versus the dilution factor \( d_i \), along with a summary of regression analysis results. First, linear regression analysis yielded estimates of the slope and intercept respectively as \(-0.995\) and 5.066. Subsequently, a hypothesis test that the

Characterization: Gal2-Galactose

\[
\log y = 5.06632 - 0.994878 \log d
\]

\[
S = 0.165813 \quad R-Sq = 88.8 \% \quad R-Sq(adj) = 88.5 \%
\]

Supplementary Figure 1. Characterization of Gal2 gene expression in galactose minimal medium. The graph shows the effect of dilutions on the polony count. Each data cluster shows normalized polony count obtained at the indicated dilution. Log \( d \), \( \log_{10} \) of the dilution factor; Log \( y \), \( \log_{10} \) of the normalized count per microgram of cDNA.
observed Slope is significantly different from the expected theoretical value of $-1$ yielded a $P$ value of 0.924, indicating that the estimated slope is not significantly different from the expected value of $-1$ and confirming the adequacy of the model in Eq. (3) for describing the methodology.

It should be noted that the regression analysis also provides an estimate of the desired expression level, $\log_{10} N$, as 5.066. Additionally, the regression analysis identified two of the observations at $\log d = 4.52$ as outliers because of large standardized residuals; this will be of importance at the next stage of the analysis. We conclude from both the general qualitative indication of a linear relationship and the quantitative confirmation that the slope of $0.995$ was not significantly different from $-1.0$, that the model in Eq. (S3) is adequate.

**Distributional Characteristics**

The second part of our objective was to characterize the distributional properties of the data and the implied error statistics associated with the experimental technique and the analytical procedure. For this purpose we return to the model underlying the analytical procedure, as derived above in Eqs. (S1)–(S3). By defining

$$
\bar{y}_i = y_i d_i
$$

(S4)

(the expression level as determined directly from each individual observation, accounting for the extent of dilution), then from Eq. (S3), the associated experimental error, $e_i$ is given by

$$
\log_{10} \bar{y}_i = \log_{10} N + e_i
$$

(S5)
the deviation of the individual “observed” quantity \( \log_{10} \xi_i \) from the true—but unknown—expression level (\( \log_{10} N \)).

A histogram of the \( \log_{10} \xi_i \) data with a normal curve superimposed is shown in Supplementary Figure 2. The summary statistics of the data are as follows: mean = 5.11, (95% confidence interval [5.09, 5.13]); standard deviation = 0.093, (95% confidence interval [0.077, 0.118]). With a \( p \)-value of 0.124 for the normality test, the implication is that the data distribution is not significantly different from a theoretical normal distribution with the indicated mean and standard deviation.

Furthermore, a one-way ANOVA of \( \log_{10} \xi_i \) data versus dilution number yielded a \( p \)-value of 0.667 for data set A and a value of 0.570 for data set B, from which we conclude that there is no significant systematic effect of dilution number. A similar analysis of the data versus the replication number yielded a \( p \)-value of 0.549 for data set A and a \( p \)-value of 0.583 for data set B, from which we again conclude that there is no significant systematic effect of replication number.
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