INTRODUCTION

Stem cells achieve self-renewal through both the execution of mitotic cell division and maintenance of stem cell fate. Different stem cell types display distinct patterns of self-renewal and differentiation. For example, hematopoietic stem cells divide infrequently compared with ES cells (Orford and Scadden, 2008). Different modes of stem cell proliferation may necessitate distinct mechanisms to regulate not only cell cycle progression but also developmental fate. An important goal in stem cell biology is to describe developmental and cellular processes of stem cells and to identify molecular mechanisms by which these processes are regulated.

The C. elegans hermaphrodite germline provides a model for studying stem cell biology. In adults, all germ cell stages from mitotic proliferation through meiotic prophase and gametogenesis are present in a linear array (Hansen and Schedl, 2006; Kimble and Crittenden, 2007). Germ cells divide mitotically in the distal-most part of the germline, termed the proliferative or mitotic zone (Fig. 1A). Proliferative zone cells, a steady-state population of ~230 cells, are defined by the absence of meiotic prophase markers and include stem cells, as well as cells that presumably have initiated steps toward differentiation (meiotic S-phase and possibly transit amplifying cells) (Hansen et al., 2004a; Crittenden et al., 2006; Maciejowski et al., 2006; Cinquin et al., 2010). Unlike some other stem cell systems, the switch from proliferation to meiosis appears not to involve asymmetric cell division (Crittenden et al., 2006). This switch is observed across several cell diameters termed the meiotic entry region, which is delineated by the position where the distal-most cell has entered meiotic prophase and the proximal-most proliferative cell has not yet entered meiosis (Hansen et al., 2004a). Within this region, various cellular processes, including mitotic cell division and both mitotic and meiotic S phase, occur in close proximity.

GLP-1 Notch signaling acts as a genetic switch for the proliferation versus meiotic entry decision (Austin and Kimble, 1987; Berry et al., 1997); constitutive GLP-1 activation causes all germ cells to have the proliferative fate and results in the formation of a germline tumor, whereas loss of GLP-1 activity results in premature meiotic entry of all germ cells. Premature meiotic entry occurs either temporally in early larval development in glp-1-null mutants, or spatially in the adult proliferative zone of glp-1 temperature-sensitive hypomorphic mutants shifted to the restrictive temperature. Ligands for GLP-1, APX-1 and LAG-2 are expressed in the somatic niche distal tip cell (DTC), which contacts the very distal-most proliferative zone germ cells (Henderson et al., 1994; Nadarajan et al., 2009). In distal germ cells with presumably high GLP-1 signaling, downstream co-factors LAG-1 and SEL-8 are thought to cooperate with GLP-1 INTRA to induce transcription of genes that promote the proliferative fate (Christensen et al., 1996; Doyle et al., 2000; Petcherski and Kimble, 2000).

A major factor regulating the proliferative versus meiotic entry decision is GLD-1 level (Crittenden et al., 2002; Hansen et al., 2004b). High GLD-1 promotes entry into meiosis whereas low
GLD-1 allows the proliferative fate (Hansen et al., 2004b). GLD-1, a cytoplasmic translational repressor, defines one of two major pathways that function redundantly to promote meiotic entry (Francis et al., 1995; Jones and Schedl, 1995; Hansen et al., 2004b). These pathways, called the GLD-1 and GLD-2 pathways, act genetically downstream of GLP-1 signaling (Kadyk and Kimble, 1998; Hansen et al., 2004a). Another component of the GLD-1 pathway is NOS-3 (Hansen et al., 2004a). The GLD-2 pathway includes the GLD-2 cytoplasmic poly(A) polymerase (Wang et al., 2002) and GLD-3, an RNA-binding protein (Eckmann et al., 2004). It remains unclear how the regulatory activities of these pathways specifically promote the meiotic cell fate.

Germline stem cells proliferate by progressing through the mitotic cell cycle whereas daughters that initiate meiosis must leave the mitotic cell cycle. In budding yeast, nutrient deprivation causes G1 cell cycle arrest and meiotic initiation (Honigberg and Purnapatre, 2003; Wittenberg and La Valle, 2003). Cell cycle regulators appear to play an important role in this switch, keeping the mitotic cell cycle and meiotic initiation mutually exclusive (Colomina et al., 1999). In animals, nutrient deprivation is not the signal for meiotic entry. Instead, nutrient deprivation can affect the rate of stem cell proliferation, at least in part through insulin signaling (Drummond-Barbosa and Spradling, 2001; Hsu et al., 2008; Michaelson et al., 2010), with meiotic entry controlled by developmental pathways (Crittenden et al., 2002; Hansen et al., 2004b; Matson et al., 2010). Nevertheless, in animals, control of the mitotic cell cycle and core cell cycle regulators is also likely to be important in the switch from proliferation to meiosis.

Further dissection of cell cycle behavior in the C. elegans proliferative zone may shed light on how these cells are regulated to achieve a proper balance between self-renewal and differentiation. We have investigated kinetic and regulatory features of mitotic cell cycle progression in proliferative cells in the adult hermaphrodite germline. Our results describe a previously unappreciated cell cycle structure wherein proliferative germ cells progress through the cell cycle without a noticeable G1 phase. We find that this rapid cell cycle is probably supported by constitutive CYE-1/CDK-2 activity, bypassing the need for upstream CDK-4/CYD-1 activity during G1. In addition, CYE-1 and CDK-2 promote the proliferative fate as RNAi depletion of cye-1 or cdk-2 in a glp-1 partial loss-of-function mutant causes premature meiotic entry. Our results suggest that proliferative zone cells may, in part, coordinate cell cycle progression with maintenance of the proliferative cell fate through the common positive regulator CYE-1/CDK-2.

MATERIALS AND METHODS

Nematode maintenance and strains

Animals were propagated under standard conditions at 20°C unless noted otherwise. Strains used in this study were as follows: N2 Bristol (BS), wild type; N2 Bristol (JK), wild type; PD8488, rrf(-1)[pk1417]; BS6369, rrf(-1)[pk1417]; glp(-1)[bn18]; BS3538, rrf(-1)[pk1417]; glp(-1)[ar202]; BS4019, prom-1(ok1140) unc-55(e405); BS673, gld(1)[q485]/hT2gfp; BS3369, gld(2)[q497]/hT2gfp; BS3392, gld(2)[q497]/hT2gfp; unc-32(e189); glp(1)[q175]/hT2gfp; BS792, gld(3)[q730]/nos-3(oz231)/mln1::GFP; BS0444, gld(3)[q730]/nos-3(oe251)/mln1::GFP; unc-32(e189); glp(1)[q175]/hT2; BS0426, gld(1)[q485]/prom-1(ok1140)/hT2gfp; KM48, cdk-4[gv3]/szT1; KM123, cdk-4[gv3]/szT1; Ex[ppPD95.67, CDK-4::GFP]; BS1175, cdk-4[gv3]/szT1; ozEx76sur-5::dsred, CDK-4::GFP].
EdU time-course experiments
Plates seeded with MG1693 bacteria that incorporated 5-ethyl-2'-deoxyuridine (EdU, Invitrogen) were prepared similar to BrdU-labeled bacteria plates (Ito and McGhee, 1987) except EdU was substituted for BrdU at 20 μM final concentration. Hermaphrodites were raised at 20°C, with some experiments repeated at 15°C and 25°C (see Fig. S1 in the supplementary material). Synchronized animals, 24 hours past mid-L4, were transferred by a pick from regular OP50-plates to EdU-labeled bacteria plates and immediately dissected (Jones et al., 1996) following labeling. For pulse-chase experiments, animals were transferred from EdU plates to OP50 plates. After crawling away from residual EdU-labeled bacteria on OP50-plates, animals were transferred to a fresh OP50-plate to minimize EdU-labeled bacterial carry over. Fixed germlines were first incubated with primary and secondary antibodies and 4',6-diamidino-2-phenylindole (DAPI), followed by the EdU detection reaction using an EdU-labeling kit (Invitrogen). All time-course samples were analyzed using a PerkinElmer spinning disk confocal microscope and Velocity imaging software. EdU-positive nuclei (see Fig. S4 in the supplementary material) were scored throughout the proliferative zone by assaying multiple focal planes.

 Immunohistochemistry
Germlines were dissected, fixed and stained essentially as described (Jones et al., 1996). Antibodies were as follows: rat anti-REC-8 (1:100) from Joseph Loidl (University of Vienna, Austria); rabbit anti-HIM-3 (1:100) from Monique Zetka (McGill University, Canada); rabbit anti-phospho-(Ser10)-Histone 3 (pH3) (1:400) from Upstate; guinea pig anti-SUN-1 S8-Pi (1:1000) from Verena Jantsch (University of Vienna, Austria); mouse anti-CYE-1 (1:10); and rabbit anti-pCDC-6 (1:50) from Edward Kipreos (University of Georgia, USA). Germlines were imaged either with a PerkinElmer spinning disk confocal microscope, and analyzed using Velocity software, or with a Zeiss compound microscope, and analyzed with Axiovision. Whole germline images were assembled using Adobe Photoshop and placed on a black background.

 DNA quantification
Animals, 24 hours past mid-L4, were fed EdU-labeled bacteria for 30 minutes prior to dissection/fixation. Extruded germlines were stained with DAPI at a concentration of 100 ng/ml, and for pH3 and EdU as above. Three-dimensional germline images were recorded using a PerkinElmer spinning disk confocal microscope with z-stacks spaced every 0.3 microns. Velocity software was used to image nuclei in individual z-stacks, manually drawing a region of interest (ROI) encompassing a single nucleus to obtain a fluorescence value corresponding to the DAPI signal within that ROI. Fluorescence values from all z-stacks spanning a given nucleus were summed by obtaining a total fluorescence value. Background for each image was determined from the fluorescence value of empty space within the field of view and subtracted from the total fluorescence value. To compile data from multiple germlines, values were normalized to an average value for internal 4n controls (prophase, metaphase and meiotic nuclei) from their respective germline.

RNAi experiments
For RNAi, plasmids were obtained from OpenBiosystems (Rual et al., 2004), sequence verified and seeded on NGM plates as described previously (Lee et al., 2007). For all analysis of cye-1 and additional cell cycle factors, unless noted otherwise, mid-L4 animals were placed on the RNAi plates for 48 hours, dissected and assessed for spatial premature meiotic entry or cell cycle arrest.

Hydroxyurea treatment
Hydroxyurea (HU) was added to seeded NGM plates to a final concentration of 250 μM. With L4/adults, a 5-hour HU-plate incubation was sufficient to block detectable germline EdU incorporation. Wild-type or glp-1(bn18) animals were incubated on HU-plates for up to 48 hours, yet for all time-points tested only cell cycle arrest, but not premature meiotic entry, was observed (Fig. 5D, data not shown).

RESULTS
Cell proliferation occurs throughout the proliferative zone
An initial picture of cell cycle and meiotic entry kinetics in the adult hermaphrodite has come from analysis of BrdU and injected fluorescent-nucleotide incorporation into distal germ cell nuclei (Crittenden et al., 2006; Jaramillo-Lambert et al., 2007). Here, we extend this analysis employing the nucleotide analog EdU (Satic and Mitchison, 2008), which is visualized without harsh fixatives, allowing co-staining for cell cycle and cell fate markers: M-phase marker phospho-(Ser10)-histone H3 (pH3), proliferative zone marker nucleoplasmic REC-8 (Hansen et al., 2004a) and meiotic prophase marker HIM-3, a chromosome axis protein (Zetka et al., 1999).

We first analyzed cell cycle progression in adult hermaphrodites by feeding animals a short EdU pulse (~30 minutes) (Fig. 1B). Nearly all cells that labeled with EdU were REC-8 positive and HIM-3 negative, and ~57% of proliferative zone cells (REC-8-positive) were in S phase. These and previous results confirm that cells undergoing mitotic and meiotic S phase are contained in the proliferative zone (Jaramillo-Lambert et al., 2007). To assess the frequency of cell proliferation across the distal-proximal axis, we scored the percent of EdU-positive cells per row. Consistent with previous analysis, cells throughout the proliferative zone appear to be cycling at equivalent frequencies (Fig. 1C) (Crittenden et al., 2006; Jaramillo-Lambert et al., 2007).

C. elegans germ cells progress through the cell cycle rapidly and continuously
We initially used pulse-chase analysis to investigate mitotic cell cycle length. Animals were fed EdU-labeled bacteria for 30 minutes and then transferred to label-free bacteria to chase EdU out of the germline (see Fig. S2 in the supplementary material). The ability to perform an effective pulse-chase experiment allowed marking a cohort of EdU-positive cells that were in S phase at the time of the pulse to obtain an estimate of total cell cycle length by following their progress through subsequent cell cycle phases. Specifically, we monitored EdU-positive cells as they passed through M phase (Fig. 2A). During an 8-hour timecourse, we observed two waves of EdU-positive cells moving through M phase, one from hours 2-5 and a second starting at hour 7. These waves indicate two successive cell divisions that can be experimentally verified. Indeed, by simultaneously monitoring an increase in total EdU-positive cells and the number of EdU-positive cells that initiated meiotic prophase (REC-8 negative and HIM-3 positive) throughout the time-course, we find strong evidence that all EdU-positive nuclei either undergo cell division (accounting for mitotic S phase) or initiate meiotic prophase (accounting for meiotic S phase) (Fig. 2B,C). Therefore, the total length of the cell cycle could be as short as 5 hours.

Germline mitotic cell cycle lacks a significant G1
We next examined the cell cycle structure by assessing the absolute and relative lengths of each cell cycle phase. We began by measuring the length of G2 using a second time-course experiment. Animals were continuously EdU labeled, starting at t=0, dissected at 30-minute intervals and stained for pH3 and EdU to determine the percentage of M-phase cells that were EdU positive (Fig. 2D). This experiment reveals the time required for a cell labeled with EdU in S phase to pass through G2 and enter M phase, becoming pH3 positive, providing an estimate of G2 length. According to our data, G2 ranged from 1.5 hours, when EdU-positive M-phase cells...
were first detected, to 3.5 hours, when all M-phase cells were EdU positive. By 2.5 hours, ~50% of M-phase cells were EdU positive (Fig. 2D). Thus, the mitotic cell cycle in the germline has a median G2 length of ~2.5 hours with 1.5 and 3.5 hours as the minimum and maximum values, respectively.

Next, we measured the length of G2+M+G1 by determining the shortest time of continuous labeling required to mark all proliferative zone cells with EdU (Crittenden and Kimble, 2008). As the M-phase length is relatively short, this value allows us to infer the length of G1 through comparison with the length of G2. Fig. 2E shows that more than 99% of proliferative cells are EdU positive after 3.5 hours of continuous EdU feeding. This value of 3.5 hours for the maximum length of G2+M+G1 equals our value for the maximum length of G2 (Fig. 2D). This unexpected finding suggests that the lengths of G1 and M are very short relative to the length of G2. Consistent with this conclusion, we noticed that cells remaining EdU negative until hour 3.0 were enriched for M phase (see Fig. S3 in the supplementary material), indicating that cells return to S phase soon after completion of M phase. Finally, the fact that all cells in the proliferative zone incorporate EdU during a 3.5-hour pulse confirms previous reports that cells enter the cell cycle continuously and do not undergo significant periods of quiescence (Crittenden et al., 2006).

As an alternate approach to describe mitotic cell cycle structure, we estimated the proportion of proliferative zone cells in G1 by measuring the DNA content of DAPI-stained nuclei (Fig. 3). As histogram plots of DNA content among cells did not reveal obvious G1, S and G2 populations (Feng et al., 1999; Michaelson et al.,

Fig. 2. Kinetic analysis of mitotic cell cycle progression in the germline. (A) Mitotic cell cycle length estimated from a pulse-chase experiment. Cohorts of EdU-pulsed (S-phase-labeled) cells were examined as they traversed the cell cycle passing M phase. Animals from pulse-chase experiments were dissected at 1-hour intervals and stained for EdU incorporation, pH3 and REC-8. The graph plots the percentage of cells in M phase (pH3-positive) containing EdU. (B) Plot of total number of EdU-positive nuclei from pulse-chase experiment scored as REC-8 positive or negative (averaged from two experiments). (C, C') Representative images of germlines from 1 and 5 hours of the pulse-chase experiment show that by 5 hours there is a decrease in EdU signal intensity among distal nuclei due to cell division; proximal nuclei, which retain high EdU intensity, have entered meiosis. Vertical bars indicate the start of the transition zone. (D-F) Animals fed EdU continuously starting at t=0 were dissected at 30-minute intervals to obtain estimates of cell cycle phases. (D) Length of G2 estimated by analyzing the percent of cells in M phase (pH3-positive) that are EdU positive during the time course. (E) Length of G2+M+G1 estimated from the percentage of all REC-8-positive nuclei that are EdU positive. Averages from three experiments, with more than 10 germlines analyzed per time-point per experiment. (F) Representative germline after 3.5 hours of continuous EdU labeling showing all proliferative zone cells have incorporated EdU. Scale bars: 20 μm. Error bars show s.d.
anaphase/telophase (2n) as internal controls. Metaphase nuclei (4n) and individual daughters from DNA content (\(n\)) Gap phase. Fluorescent intensity values corresponding to 2n and 4n (and stained for EdU incorporation (S phase) and pH3 (M phase).

- EdU-positive S-phase cells† 133±20 (\(n=18\))
- S-phase cells‡ 231±23 (\(n=18\))
- S-phase index§ 57±5%
- S-phase length§§ 3.5 hours
- M-phase cells¶ 5.2±2.3 (\(n=37\))
- M-phase index** 2%
- G1 index†† 2%
- G2 index‡‡ 39%
- G2 length¶¶ 2.5 hours
- Cell cycle length (based on G2 mean)§§ 6.5 hours
- Cell cycle length (based on G2+M+G1 maximum value)¶¶¶ 8.0 hours

All measurements performed on N2 hermaphrodites 24 hours past L4 at 20°C.

‡ S phase is determined by pulsing animals with EdU for 30 minutes and counting total cells positive for EdU (see Fig. 1).

§ S phase index is determined by dividing number of S-phase-positive cells by the number of REC-8-positive cells.

§§ Length of S-phase is determined as 57% out of 6.4 hours.

†† M-phase is determined by counting pH3-positive nuclei.

** M-phase index is determined by dividing number of M-phase-positive cells by the number of REC-8-positive cells.

† G1 and G2 index is determined from DNA content analysis (see Fig. 3).

‡ Mean G2 length is obtained from G2 timecourse experiment (see Fig. 2C).

¶ Cell cycle length is extrapolated from the mean length of G2 and the G2 index.

¶¶ Cell cycle length is extrapolated from 3.5 hours for G2+M+G1 (see Fig. 2D), which represents 43% of the total cell cycle.

Fig. 3. G1 is largely absent from the germline mitotic cell cycle. (A) Animals were fed a 30-minute EdU pulse, immediately dissected and stained for EdU incorporation (S phase) and pH3 (M phase). (B) DNA content of proliferative cells determined by confocal microscopy; nuclei were scored for M phase, S phase and unlabeled Gap phase. Fluorescent intensity values corresponding to 2n and 4n DNA content (x-axis) were assessed by analyzing prophase and metaphase nuclei (4n) and individual daughters from anaphase/telophase (2n) as internal controls.

As an additional assessment of cell cycle activity, we analyzed the DNA content of proliferative cells determined by confocal microscopy; nuclei were scored for M phase, S phase and unlabeled Gap phase. Fluorescent intensity values corresponding to 2n and 4n DNA content (x-axis) were assessed by analyzing prophase and metaphase nuclei (4n) and individual daughters from anaphase/telophase (2n) as internal controls.

Our results allow us to model the mitotic cell cycle structure (Table 1). S phase, as determined by a short EdU-pulse (<30 minutes) labeling index, occupies ~57% of the total cell cycle [similar to ~50% (Crittenden et al., 2006) and 40-50% (Jaramillo-Lambert et al., 2007)], whereas M phase, as determined by the pH3 staining index, occupies 2% of the total cell cycle, consistent with previous results (Hansen et al., 2004a; Crittenden et al., 2006; Maciejewski et al., 2006). G1 and G2 occupy the remaining 41% of the cell cycle, during which cells are both pH3 and EdU negative. DNA content analysis indicates that 95% of these cells are in G2. Therefore, G2 represents ~39% (95% of 41%) and G1 represents ~2% (5% of 41%) of the total cell cycle.

Combining this cell cycle model with our kinetic measurements, we extrapolate a total cell cycle length of 8 hours. We reached this value using the method of Crittenden et al. (Crittenden et al., 2006), whereby the absolute and relative lengths of G2+M+G1 (3.5 hours and 43%, respectively) are combined. However, the assay for measuring the absolute length of G2+M+G1 provides only a maximum value (rather than median or average). Using 2.5 hours for the median length of G2 (as 39% of the total cell cycle) provides an estimate of 6.5 hours for the total cell cycle length, similar to the 5-hour estimate obtained from the pulse-chase experiment (Fig. 2). These estimates deviate significantly from 16-24 hours reported by Crittenden et al. (Crittenden et al., 2006) where the cell cycle estimate was derived from the measurement of G2+M+G1 (8-12 hours, 50% of the cell cycle). The discrepancy in estimates largely arises from a different measurement of the absolute length of G2+M+G1 (3.5 hours versus 8-12 hours); this difference cannot be explained by differences between the wild-type strains employed or the use of EdU versus BrdU (see Fig. S4 in the supplementary material). Experimentally, it is unclear why different results were obtained for this estimate.

As an additional assessment of cell cycle activity, we analyzed the output of the proliferative zone (number of cells entering meiotic prophase per unit time) by counting the flux of EdU-labeled cells out of the proliferative zone (see Fig. S5 in the supplementary material). We assume that the output of a proliferative zone of constant size is determined by the number of cells actively dividing and their average cell division rate. As some
proliferative zone cells are in meiotic S phase, an average germline contains fewer than 230 actively cycling cells (Fig. 1).

Experimentally, we observed an output of ~20 cells per hour (see Fig. S5 in the supplementary material). An average cell cycle length of 6.5 hours requires 130 actively cycling cells to achieve an output of 20 cells per hour, whereas an 8-hour cell cycle requires ~160 cells. (By contrast, a 16 hour cell cycle requires more than 350.) Based on these data, ~60-70% of proliferative zone cells are actively cycling, while ~30-40% are premeiotic.

**Constant CYE-1/CDK-2 activity may drive rapid and continuous cell cycle progression**

What regulatory features underlie this continuous and rapid cell cycle progression? In various cell types that lack G1, high cyclin E/CDK2 activity throughout the cell cycle is thought to drive entry into S phase independent of G1 factors, cyclin D and CDK4 (Orford and Scadden, 2008). Consistent with this, genetic mosaic analysis indicated that cdk-4 is not required for cell cycle progression in the germline (see Fig. S6 in the supplementary material). Given a lack of both G1 and a requirement for CDK-4, we asked whether CYE-1 level is also high throughout the germline mitotic cell cycle. As previously reported, CYE-1 is found in nuclei throughout the proliferative zone (Broddigan et al., 2003; Biedermann et al., 2009) (see below). To investigate whether CYE-1 levels fluctuate according to cell cycle stage, we compared levels of CYE-1 in S-phase and non-S-phase (predominantly G2 with some M) cells. CYE-1 levels appeared constant throughout the cell cycle (Fig. 4A,B). In addition, we analyzed the abundance of phospho-CDC-6, a potential CYA-1/CDK-2 substrate that is, at least in part, dependent on CYE-1/CDK-2 activity (Kim et al., 2007). Nucleolar localized phospho-CDC-6 is present in all CYE-1-positive cells and is cye-1 dependent but not cdk-1 dependent (see Fig. S7 in the supplementary material). The phospho-CDC-6 staining thus suggests that CYE-1/CDK-2 activity is constant throughout the mitotic cell cycle throughout the proliferative zone, and is downregulated, along with CYE-1 levels, as germ cells enter meiotic prophase.

Although CDK-4 is not required for germline cell cycle progression, depletion of CYE-1 or CDK-2 causes cell cycle arrest (Fay and Han, 2000). When rrf-1 mutants, which lack RNAi in the soma (Sijen et al., 2001), are treated with cye-1 or cdk-2 RNAi, proliferative zone cells display an abnormal/enlarged nuclear morphology typical of cell cycle arrest and a reduction in proliferative zone cell number (Fig. 4D; see Fig. S8 in the supplementary material; data not shown). Consistent with these factors specifically functioning to promote progression into S phase, most of the arrested proliferative cells in cye-1 RNAi treated germlines contained ~2n DNA content (Fig. 4C). Therefore, high CYE-1/CDK-2 activity may allow proliferative germ cells to bypass G1 by promoting progression into S phase.

**CYE-1/CDK-2 promote the proliferative fate**

CYE-1 could act to promote the proliferative fate, in addition to promoting cell cycle progression, with the prediction that depletion of CYE-1 or CDK-2 would cause proliferative cells to prematurely enter meiosis. As depletion of CYE-1 or CDK-2 leads to cell cycle arrest (Fig. 4C,D), which may mask meiotic entry, we asked whether RNAi depletion could promote meiotic entry of proliferative cells in a sensitized genetic background containing the glp-1(bn18) hypomorph mutation (Qiao et al., 1995). We depleted CYE-1 by RNAi from glp-1(bn18) L4 animals, at the permissive temperature, in parallel with control gfp (RNAi) (Fig. 5). After 48 hours of RNAi treatment, no cells with the proliferative fate were evident in glp-1(bn18); cye-1(RNAi) germlines: meiotic cells extended to the distal end, a phenotype indicating spatial premature meiotic entry. This loss of proliferative cells due to increased meiotic entry indicates that CYE-1 plays an important role in regulating the decision to proliferate versus enter meiosis.

To address whether this premature meiotic entry phenotype is specific to cye-1 or whether general loss of cell cycle function also promotes premature meiotic entry, we performed an RNAi screen for enhancement of glp-1(bn18) with a panel of cell cycle factors, as well as a set of GLD-1 mRNA targets that is enriched for cell cycle genes. Cell cycle arrest was observed for multiple cell cycle
factors, as well as following hydroxyurea treatment (a DNA synthesis inhibitor), whereas only cye-1 and cdk-2 RNAi enhanced the glp-1(bn18) premature meiotic entry phenotype (Fig. S8 in the supplementary material; data not shown). Thus, a general loss of cell cycle function does not cause premature meiotic entry in glp-1(bn18). Instead, the ability of cye-1 and cdk-2 to promote the proliferative fate is not likely to be a general cell cycle property but rather a function specific to these factors.

cye-1/cdk-2 is epistatic to known meiotic entry regulatory pathways

We next asked where CYE-1 and CDK-2 act relative to the currently described genetic pathway for regulation of the proliferative versus meiotic cell fate decision. GLP-1 Notch signaling promotes the proliferative fate. The redundant GLD-1 and GLD-2 pathways act downstream of GLP-1 to promote meiotic entry; simultaneous loss of both pathways causes a defect in meiotic entry that leads to germline overproliferation and prevention of gamete production (Austin and Kimble, 1987; Kadyk and Kimble, 1998; Hansen et al., 2004a). We asked whether CYE-1 or CDE-2 depletion could promote meiotic entry independent of the activity of the GLD-1 and GLD-2 pathways. Thus, we performed cye-1(RNAi) or cdk-2(RNAi) in a series of double mutants containing putative null alleles of one gene in the GLD-1 pathway and another gene in the GLD-2 pathway (Table 2), asking whether loss of CYE-1 or CDK-2 would cause ectopic proliferative cells to enter meiosis. As previously shown, when germlines were mutated in both the GLD-1 and GLD-2 pathways, germlines display ectopic proliferative cells with some or no evidence of meiotic entry depending on the genes used, based on HIM-3 and pSUN-1 (an additional marker for initiation of meiotic prophase) (Penkner et al., 2009) staining (Fig. 6A; see Fig. S9 in the supplementary material). However, upon RNAi-mediated depletion of CYE-1 or CDK-2 for 48 hours, we observed many germ cells entering meiosis. As a control, when we depleted CDK-1 by RNAi from germlines lacking the GLD-1 and GLD-2 pathways, we observed cell cycle arrest but did not observe increased entry into meiosis, as determined by REC-8, HIM-3 and pSUN-1 staining (Table 2, data not shown). Therefore, loss of CYE-1 or CDE-2 can promote meiotic entry independent of the activity of either the GLD-1 or GLD-2 pathway. We conclude that CYE-1/CDK-2 promotes the proliferative fate downstream of or in parallel to the GLD-1 and GLD-2 pathways.

In these mutants, although meiotic entry occurred throughout much of the germline following cye-1 and cdk-2 RNAi, we never observed meiotic entry in the distal-most cells (Fig. 6; see Fig. S9 in the supplementary material). These cells correspond to the proliferative zone in wild-type, where DTC expressed LAG-2 and APX-1 mediates activation of GLP-1 signaling. Although it is possible that there is significant residual CYE-1/CDK-2 activity in the distal germline following cye-1 RNAi, we think this is unlikely as CYE-1 was not detected by antibody staining in either the distal germline or proximal germline (data not shown). Instead, we hypothesized that GLP-1 activity, restricted to these distal proliferative cells, acts independently of CYE-1/CDK-2 to promote the proliferative fate. As the GLD-1 and GLD-2 pathways are genetically downstream of GLP-1 signaling, glp-1 gld-2 pathway; glp-1 null triple mutants are tumorous (Kadyk and Kimble, 1998, Hansen et al., 2004a). Therefore, we asked whether cye-1(RNAi) could cause distal germ cells to enter meiosis in a series of glp-1 gld-2 pathway; glp-1 triple mutants. Although glp-1 gld-2 pathway; glp-1 mutants remain tumorous when treated with gfp(RNAi), we observed widespread meiotic entry in the adult germlines after 48 hours of cye-1(RNAi) (Table 2, Fig. 6B; see Fig. S9 in the supplementary material). Importantly, we observed meiotic entry in the distal-most cells, in contrast to the absence of meiotic entry in the distal-most cells in the glp-1 gld-2 pathway mutant; cye-1(RNAi) germlines. Therefore, GLP-1 can apparently act independently of...
CYE-1/CDK-2 to promote the proliferative fate. Furthermore, GLP-1 signaling must have an additional activity besides regulating the GLD-1 and GLD-2 pathways because, as assessed by cye-1(RNAi), GLP-1 can promote the proliferative fate/inhibit meiotic entry even in the absence of their activity. This result also sheds light on our initial finding that cye-1(RNAi) or cdk-2(RNAi) in wild type causes proliferative cells to undergo cell cycle arrest but not premature meiotic entry (Fig. 4D; see Fig. S8 in the supplementary material). By contrast, we observed premature meiotic entry in a sensitized background with decreased GLP-1 activity. Thus, loss of CYE-1/CDK-2 only causes meiotic entry when GLP-1 signaling is reduced, as presumably occurs when germ cells in the proliferative zone move away from the influence of the DTC.

CYE-1 is targeted for degradation upon entry into meiosis
CYE-1 remains high throughout the mitotic cell cycle, but its level sharply decreases as germ cells enter meiosis. GLP-1 signaling, however, is not necessary for CYE-1 accumulation as CYE-1 accumulates in proliferative cells of gld-1 gld-2 pathway; glp-1 null mutants show a qualitative increase in meiotic entry following cye-1 (RNAi) and cdk-2 (RNAi) (see Fig. S9 in the supplementary material).

Table 2. Loss of cye-1 suppresses germline tumors by promoting meiotic entry

<table>
<thead>
<tr>
<th>Genotype</th>
<th>Percentage of germlines with meiotic entry</th>
<th>Extent of meiotic entry</th>
<th>Percent meiotic entry within distal 10 cell diameters</th>
<th>Average distance to first meiotic cell</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wild type</td>
<td>100%</td>
<td>NA</td>
<td>0%</td>
<td>20</td>
<td>31</td>
</tr>
<tr>
<td>gfp-1(ar202gf) 25°C</td>
<td>100%</td>
<td>***</td>
<td>0%</td>
<td>NA</td>
<td>21</td>
</tr>
<tr>
<td>gfp-1(ar202gf) 25°C</td>
<td>cye-1</td>
<td>100%</td>
<td>0%</td>
<td>NA</td>
<td>27</td>
</tr>
<tr>
<td>gfp-1(ar202gf) 25°C</td>
<td>cdk-2</td>
<td>100%</td>
<td>0%</td>
<td>NA</td>
<td>28</td>
</tr>
<tr>
<td>glp-2(q497) gld-1(q485)</td>
<td>cye-1</td>
<td>100%</td>
<td>0%</td>
<td>NA</td>
<td>21</td>
</tr>
<tr>
<td>glp-2(q497) gld-1(q485)</td>
<td>cdk-2</td>
<td>100%</td>
<td>0%</td>
<td>NA</td>
<td>27</td>
</tr>
<tr>
<td>glp-2(q497) gld-1(q485)</td>
<td>gfp</td>
<td>85%</td>
<td>12%</td>
<td>NA</td>
<td>41</td>
</tr>
<tr>
<td>glp-2(q497) gld-1(q485)</td>
<td>gfp</td>
<td>100%</td>
<td>91%</td>
<td>2</td>
<td>22</td>
</tr>
<tr>
<td>glp-2(q497) gld-1(q485)</td>
<td>cye-1</td>
<td>100%</td>
<td>32%</td>
<td>NA</td>
<td>34</td>
</tr>
<tr>
<td>glp-2(q497) gld-1(q485)</td>
<td>cdk-2</td>
<td>100%</td>
<td>0%</td>
<td>NA</td>
<td>19</td>
</tr>
<tr>
<td>glp-2(q497) gld-1(q485)</td>
<td>gfp</td>
<td>0%</td>
<td>0%</td>
<td>NA</td>
<td>32</td>
</tr>
<tr>
<td>glp-2(q497) gld-1(q485)</td>
<td>cye-1</td>
<td>100%</td>
<td>0%</td>
<td>21</td>
<td>25</td>
</tr>
<tr>
<td>glp-2(q497) gld-1(q485)</td>
<td>cdk-2</td>
<td>88%</td>
<td>5%</td>
<td>14</td>
<td>18</td>
</tr>
<tr>
<td>gld-3(q730) nos-3(oz231)</td>
<td>cye-1</td>
<td>100%</td>
<td>0%</td>
<td>NA</td>
<td>24</td>
</tr>
<tr>
<td>gld-3(q730) nos-3(oz231)</td>
<td>cdk-2</td>
<td>0%</td>
<td>*</td>
<td>NA</td>
<td>23</td>
</tr>
<tr>
<td>gld-3(q730) nos-3(oz231)</td>
<td>gfp</td>
<td>0%</td>
<td>0%</td>
<td>NA</td>
<td>20</td>
</tr>
<tr>
<td>gld-3(q730) nos-3(oz231)</td>
<td>cye-1</td>
<td>100%</td>
<td>75%</td>
<td>6</td>
<td>20</td>
</tr>
<tr>
<td>gld-3(q730) nos-3(oz231)</td>
<td>cdk-2</td>
<td>81%</td>
<td>55%</td>
<td>NA</td>
<td>22</td>
</tr>
<tr>
<td>gld-3(q730) nos-3(oz231)</td>
<td>gfp</td>
<td>100%</td>
<td>4%</td>
<td>17</td>
<td>23</td>
</tr>
<tr>
<td>gld-3(q730) nos-3(oz231)</td>
<td>cye-1</td>
<td>100%</td>
<td>90%</td>
<td>2</td>
<td>20</td>
</tr>
<tr>
<td>gld-3(q730) nos-3(oz231)</td>
<td>cdk-2</td>
<td>93%</td>
<td>0%</td>
<td>NA</td>
<td>30</td>
</tr>
<tr>
<td>gld-3(q730) nos-3(oz231)</td>
<td>gfp</td>
<td>100%</td>
<td>10%</td>
<td>13</td>
<td>20</td>
</tr>
<tr>
<td>gld-3(q730) nos-3(oz231)</td>
<td>cye-1</td>
<td>100%</td>
<td>0%</td>
<td>NA</td>
<td>27</td>
</tr>
</tbody>
</table>

1 Extent of meiotic entry is scored by counting the number of nuclei rows that contain cells in meiotic prophase as assayed by HIM-3 and pSUN-1 staining: *less than 5 cell diameters of meiotic entry; **5-30 cell diameters; ***more than 30 cell diameters.

**gld-2 gld-1 mutants show a qualitative increase in meiotic entry following cye-1 (RNAi) and cdk-2 (RNAi) (see Fig. S9 in the supplementary material).**

† In mutant strains assigned ‘NA,’ the first meiotic cell did not occur in a reproducible position near the distal end of the gonad.

Fig. 6. CYE-1 is epistatic to the GLD-1 and GLD-2 pathways, and acts in parallel to GLP-1. (A) gld-3(q730) nos-3(oz231) null double mutants eliminate the function of both the GLD-1 and GLD-2 pathways, displaying a complete germline tumorous phenotype. Knockdown of CYE-1 by RNAi ‘suppresses’ the tumorous phenotype by causing proliferative cells to switch to meiotic development [HIM-3-positive (red) and pSUN-1-positive (green) nuclear staining]. Meiotic entry is observed throughout the germline except in the distal region corresponding to the vicinity where the proliferative zone is in wild type. (B) gld-3(q730) nos-3(oz231); glp-1(q175) null triple mutants have a tumorous germline. Here, cye-1(RNAi) in a gld-3(q730) nos-3(oz231); glp-1(q175) triple mutant causes germ cells at all positions, including distal, to enter meiosis. Asterisks mark the distal end. Scale bars: 20 μm.
triple mutants (see Fig. S10 in the supplementary material). Recently, it has been reported that GLD-1 binds and represses cye-1 mRNA during the pachytene stage of meiotic prophase, suggesting that GLD-1 could be responsible for repression of CYE-1 upon entry into meiotic prophase (Biedermann et al., 2009). However, we found that the initial downregulation of CYE-1 remains intact in gld-1-null mutants; thus, a redundant mechanism may play a role in mediating CYE-1 repression in this region (see Fig. S11A,B in the supplementary material). To investigate whether CYE-1 is targeted for degradation upon meiotic entry, we analyzed CYE-1 in germlines depleted of candidate ubiquitin ligase factors. This analysis implicated three components of an SCF ubiquitin ligase, as required for CYE-1 repression: CUL-1 (Kipreos et al., 2000), SKR-1/-2 (Nayak et al., 2002) and PROM-1 F-box-like ligase, as required for CYE-1 repression: CUL-1 (Kipreos et al., 2000), SKR-1/-2 (Nayak et al., 2002) and PROM-1 F-box-like ligase, as required for CYE-1 repression. CUL-1 (Kipreos et al., 2000), SKR-1/-2 (Nayak et al., 2002) and PROM-1 F-box-like ligase, as required for CYE-1 repression.

### DISCUSSION

#### Cell cycle progression in the C. elegans germline

Proliferating germ cells in the adult hermaphrodite display three important kinetic characteristics: (1) continuous (Crittenden et al., 2006; Jaramillo-Lambert et al., 2007) and (2) rapid cell cycle progression, and (3) a cell cycle structure where the G1 phase is highly abbreviated or absent. Our results indicate that the average cell cycle length under standard laboratory conditions is ~6.5-8 hours. This work also determined the length of individual phases of the cell cycle (Fig. 7A) and leads to a description of the proliferative zone in terms of the number of mitotically cycling and premeiotic cells contained within the population (Fig. 7B).

Additional observations on regulatory features of the germline mitotic cell cycle correlate well with the cell cycle kinetics. CDK-4, a cyclin-dependent kinase required for cell cycle progression in larval somatic cells with a significant G1 phase (Park and Krause, 1999), is not required for cell cycle progression in the adult germline. In addition, CYE-1 accumulation – and activity as assessed by phospho-CDC-6 – is found throughout the germline mitotic cell cycle in contrast to its canonical periodic expression in somatic cells. High levels of CYE-1 may drive germ cells through the cell cycle without an appreciable G1 or a requirement for the G1 factor CDK-4. High levels of CYE-1 are also observed in other rapidly dividing cells that lack a significant G1 phase, including mouse embryonic stem cells (Stead et al., 2002) and early Drosophila and Xenopus embryos (Richardson et al., 1993; Rempel et al., 1995). Importantly in Drosophila, the male germline stem cell/cystoblast daughter lacks a detectable G1 phase under normal conditions (Yukiko Yamashita, personal communication), and the female germline stem cell has a short G1 with high cyclin E in G2 and M phase (Hsu et al., 2008). Thus, an atypical cell cycle structure with a short or no G1 and high cyclin E levels may be common in germline stem cell systems.

#### Role of CYE-1/CDK-2 in promoting the proliferative fate

Our finding that CYE-1/CDK-2 regulates cell fate adds to a growing body of evidence supporting this role, including previous examples in Drosophila (Berger et al., 2005; Wang and Kalderon, 2009), C. elegans (Fujita et al., 2007) and mouse embryonic stem cells (Neganova et al., 2009). In the Drosophila ovary, similar to what we observe in the C. elegans germline, decreased cyclin E causes premature meiotic entry during cystocyte transit amplification (Lilly and Spradling, 1996). Therefore, cyclin E/CDK-2 may be broadly important for promoting the proliferative fate/inhibiting meiotic entry, although it is unclear whether the C. elegans germline contains transit-amplifying cells.

How might CYE-1/CDK-2 promote the proliferative fate in the C. elegans germline? The DTC niche signals GLP-1 in distal germ cells to promote the proliferative fate. Although the spatial distribution of GLP-1 signaling activity is not known, the DTC surrounds the ~30 distal-most germ cells (Crittenden et al., 2006); therefore, signaling levels are probably highest in these cells.
GLP-1 signaling presumably decreases as the remaining ~100-130 mitotically cycling cells (Fig. 7B) move proximally through the proliferative zone. cye-1 and cdk-2 RNAi caused premature meiotic entry under conditions where GLP-1 signaling was compromised, but did not appear to prevent the proliferative fate when there was high GLP-1 activity. One model to explain these results is that the function of CYE-1/CDK-2 in promoting the proliferative fate is most important in cells with reduced GLP-1 signaling, which are those residing proximal to the DTC niche. An alternative model is that CYE-1/CDK-2 promotes the proliferative fate throughout the proliferative zone, but because of redundant pathways, this function is only revealed when GLP-1 signaling is compromised. Prior work has shown that genetic redundancy is pervasive in the C. elegans proliferation versus meiosis decision (Hansen and Schedl, 2006). Consistent with either model, CYE-1/CDK-2 may promote the proliferative fate by regulating cell cycle structure per se. For example, mouse ES cells may maintain their pluripotent and self-renewing potential by limiting the time spent in G1 phase, when differentiation-inducing factors might act upon them (Orford and Scadden, 2008). Also consistent with either model, CYE-1/CDK-2 may promote the proliferative fate through phosphorylation-mediated regulation of non-cell cycle proteins that control the proliferative and/or meiotic fate. Regardless, periodic CYE-1 levels may be undesirable, leading to unstable maintenance of the proliferative fate or proliferative zone size.

How do we relate the short/no G1 phase and high CYE-1 to the decision to enter meiosis? In budding yeast, nutrient deprivation causes cell cycle arrest and entry into meiosis in the G1 phase (Honigberg and Purnapatre, 2003), while in the mouse fetal ovary, loss of the meiosis promoting gene Stra8 leads to germ cells arrested with a 2n DNA content (Baltus et al., 2006). These and other results suggest that the decision to enter meiosis may generally occur prior to meiotic S phase. In the adult hermaphrodite, we observe little/no G1 phase and no evidence of a lengthening G1 in the proximal half of the proliferative zone that might be indicative of preparation for switching to meiotic S phase. As only ~20 scattered proximal cells enter meiosis in a 1-hour period, it is possible that the appearance of, or a small lengthening of, G1 phase may have been missed. If so, such a G1 alteration would not be occurring through changes in CYE-1 level or activity. We currently lack markers to distinguish mitotic from meiotic S phase and our markers for meiotic entry assess initiation of early meiotic prophase (leptotene). Thus, the switch from mitotic cycling to meiotic S phase is only thus far observed on a population level (Fig. 7B). Current results do not distinguish whether the decision to enter meiosis occurs immediately prior to meiotic S phase or at another time.

Cyclin E/CDK-2 activity is often regulated via cyclin E levels. In the adult hermaphrodite, CYE-1 levels and activity are high throughout proliferative zone cells, falling as they enter meiotic prophase. In Drosophila, cyclin E levels also fall as germ cells enter meiotic prophase, in large part due to SCF-mediated protein degradation (Doronkin et al., 2003; Narbonne-Reveau and Lilly, 2009). However, the precipitous decrease in cyclin E levels as cells enter meiotic prophase, in C. elegans and Drosophila, is presumably not the trigger for entry into meiosis because it occurs after meiotic S phase. How, then, do proximal proliferative zone cells enter meiosis notwithstanding high CYE-1? Downregulation of CYE-1/CDK-2 activity appears not to be the mechanism for switching from mitotic to meiotic S phase as CYE-1 levels and activity are high throughout the proliferative zone. Instead, we favor a model where meiotic entry is triggered by other factors, such as the rise in GLD-1, the spatial control of which appears not to be regulated by cye-1 and cdk-2 (data not shown). This possibility is consistent with our finding that the presence of ectopic CYE-1 in the transition zone, through SCF ubiquitin ligase depletion, is not sufficient to promote the proliferative fate. Although CYE-1/CDK-2 activity alone does not determine proliferative versus meiotic cell fate, our results nevertheless indicate that CYE-1/CDK-2 contributes to promoting the proliferative fate and may serve as one of various signaling mechanisms that integrate cell fate decisions and proliferative zone dynamics.

Analysis of genetic interactions among CYE-1, GLP-1 and the GLD-1 and GLD-2 pathways reveals two important findings. First, depletion of CYE-1 or CDK-2 promotes meiotic entry independent of the activity of the GLD-1 and GLD-2 pathways. This indicates that CYE-1/CDK-2 acts downstream of (Fig. 7C) or in parallel to (Fig. 7D) the GLD-1 and GLD-2 pathways. Intriguingly, cye-1 mRNA is a known target of GLD-1 (Biedermann et al., 2009), suggesting CYE-1 may be a true downstream factor in this pathway, in combination with SCF-mediated protein degradation. However, as CYE-1 is downregulated after meiotic S phase, this control may be distinct from the meiotic entry decision and instead be important for meiotic prophase progression (Francis et al., 1995; Biedermann et al., 2009). Therefore, we favor the possibility that CYE-1/CDK-2 acts in parallel to the GLD-1 and GLD-2 pathways. Second, GLP-1 can act independent of CYE-1/CDK-2 to promote the proliferative fate: GLP-1 retains the ability to promote the proliferative fate despite RNAi knockdown of CYE-1 and CDK-2 in wild-type and in gld-1, gld-2 pathway double mutants (see Results). These findings suggest that GLP-1 also provides some activity in parallel to the GLD-1 and GLD-2 pathways and CYE-1/CDK-2 (Fig. 7C,D). Previous work suggested that there may be a third pathway, in addition to the GLD-1 and GLD-1 pathways, acting downstream of GLP-1 to promote proliferation/inhibit meiotic entry (Hansen et al., 2004a; Maine et al., 2004; Vought et al., 2005); however, these studies employed only a limited number of gld-1, gld-2 pathway double mutant combinations where there is concern that GLD-2 pathway function is not fully eliminated (Mantina et al., 2009; Kerins et al., 2010). Here, we used all gld-1, gld-2 pathway double mutant combinations, providing strong evidence that there is a third pathway, in addition to the GLD-1 and GLD-2 pathways, which is regulated by GLP-1 to control entry into meiosis.
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